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1 Fundamentals of Quantum Optics

1.1 Field quantization in a nutshell

We start our discussion with MAXWELL’s field equations for free space

∇⃗∇∇×××E =−∂B

∂t
∇⃗∇∇···E = 0 (1.1)

∇⃗∇∇×××B =µ0ε0
∂E

∂t
∇⃗∇∇···B = 0. (1.2)

A possible solution of this set of equations is

Ex(z, t ) =
√

2ω2

V ε0
q(t )sin(kz) (1.3)

By (z, t ) =
√

2ω2

V ε0

µ0ε0

k
q̇(t )cos(kz). (1.4)

Here we assumed periodic boundary conditions in an effective volume V with frequencies
ωm = c mπ

L where L3 =V . The terms q(t ) and q̇(t ) describe position and momentum respec-
tively. Note that q̈(t ) =−ω2q(t ).

The Hamiltonian of the EM-field is given as

H = 1

2

ˆ
dV (ε0E 2(r , t )+ 1

µ0
B 2(r , t ))

= 1

2

ˆ
dV (ε0E 2

x(z, t )+ 1

µ0
B 2

y (z, t )) = 1

2
(p2 +ω2q2). (1.5)

Using the correspondence principle of quantum mechanics we can promote the variables
q, p to operators q̂ , p̂ and write the Hamiltonian as

Ĥ = 1

2
(p̂2 +ω2q̂2). (1.6)

For our description we define a different set of variables, the ladder operators â and â†

Êx(z, t ) = E0(â + â†)sin(kz) E0 ∼
√

ℏω
ε0V

(1.7)

B̂y (z, t ) =−iB0(â − â†)cos(kz) B0 ∼ µ0

2

√
ε0ℏω3

V
. (1.8)

Then we can rewrite the Hamiltonian as

Ĥ = ℏω
(

â†â + 1

2

)
. (1.9)

Furthermore we want to state some properties of the ladder operators

[â, â†] = 1, [â, â] = 0 = [â†, â†]. (1.10)
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1.2 Quantum fluctuations QIaS

Their time evolution is given by the HEISENBERG equation of motion

dâ

dt
= i

ℏ
[Ĥ , â] = i

[
ω

(
â†â + 1

2

)
, â

]
= iω(â†ââ − ââ†â)

= iω [â†, â]︸ ︷︷ ︸
−1

â =−iωâ. (1.11)

Considering the SCHRÖDINGER equation we now want to find eigenstates and -values of the
Hamiltonian. The eigenstates are called photon number states or Fock states |n〉. The eigen-
values are then

Ĥ |n〉 = ℏω
(

â†â + 1

2

)
|n〉 = En |n〉

⇒ En = ℏω
(
n + 1

2

)
with n = 0,1,2, ... (1.12)

The state |0〉 with n = 0 is called vacuum state. We can show that the action of the ladder
operators on Fock states is given as

â† |n〉 =p
n +1 |n +1〉

â |n〉 =p
n |n −1〉 .

(1.13)

We also want to state that the photon number state are orthogonal 〈n|m〉 = δmn .

If we consider a multi-mode regime the action of the ladder operator â†
m of the m-th optical

mode is

â†
m |0〉 = â†

m |01,02, ...,0m , . . .〉 = |01,02, ...,1m , . . .〉 = |1〉m . (1.14)

For example in a beam splitter with two input modes if we assume that one photon is in
spatial mode one, then

|in〉 = â†
1 |0〉 = |1〉1 . (1.15)

1.2 Quantum fluctuations

Fock states |n〉 are states with a well defined number of photons/energy, but not well defined
EM-field. The expectation value of the electric field is〈

Êx(z, t )
〉= 〈

n|Êx(z, t )|n〉= E0 sin(kz)
〈

n|â + â†|n
〉
= 0. (1.16)

We observe that the mean value of the electric field for |n〉 is zero. However, the mean value
of the squared electric field is not〈

Ê 2
x(z, t )

〉= E 2
0 sin2(kz)

〈
n|(â + â†)2|n

〉
= E 2

0 sin2(kz)

〈
n|â2 + ââ†︸︷︷︸

→n+1

+ â†â︸︷︷︸
→n

+â†2|n
〉

= 2E 2
0 sin2(kz)

(
n + 1

2

)
. (1.17)
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The generation of photon pairs QIaS

Then we can calculate the field fluctuations as

∆Êx =
√〈

Ê 2
x
〉−〈Ex〉2 =p

2E0 sin(kz)

√
n + 1

2
. (1.18)

Its noteworthy that even for n = 0 the fluctuations ∆Êx are nonzero. This effect is called
vacuum fluctuations.

2 The generation of photon pairs

First we want to define the term of a photon pair. We define a photon pair as a Fock state of
the following form ∣∣ψ〉= â†

1â†
2 |0〉 with

〈
ψ|N̂ |ψ〉= 2. (2.1)

2.1 Time evolution, pictures, perturbation theory

First let us refresh on several concepts on quantum mechanics. In Quantum optics we use
states to describe systems and operators to describe interactions. Up to now, the HEISEN-
BERG picture was used. Here the time dependence is in the operators and states are time
independent. Then the operators fulfill the HEISENBERG equation of motion

d

dt
Â(t ) = i

ℏ
[Ĥ , Â(t )]+ ∂Â

∂t
. (2.2)

The time dependent operator is represented by

Â(t ) = Û †(t )Â(t = 0)Û (t ), (2.3)

where Û (t ) = exp
(− i

ℏ Ĥ t
)

is the time evolution operator. The expectation value of the opera-
tor Â(t ) is 〈

Â(t )
〉= 〈

ψ|Â(t )|ψ〉= 〈
ψ|Û †(t )Â(t = 0)Û (t )|ψ

〉
= 〈

ψ(t )|Â(t = 0)|ψ(t )
〉

. (2.4)

Thus we can also define the states as time dependent and their evolution is governed by the
SCHRÖDINGER equation

iℏ
∂

∂t

∣∣ψ〉= Ĥ
∣∣ψ〉 ⇒ formal solution:

∣∣ψ(t )
〉= exp

(
− i

ℏ
Ĥ t

)
︸ ︷︷ ︸

Û (t )

∣∣ψ(t = 0)
〉

. (2.5)

Thus this quantum mechanical picture is called SCHRÖDINGER picture. We now discuss the
special case when the wave function is in an eigenstate of Ĥ

Ĥ
∣∣ψ(t )

〉= En
∣∣ψ(t )

〉 ⇒ ∣∣ψ(t )
〉= exp

(
− i

ℏ
En t

)∣∣ψ(t = 0)
〉

. (2.6)
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2.1 Time evolution, pictures, perturbation theory QIaS

Finally we can also distribute the time evolution to states and operators respectively. This
is called the DIRAC interaction picture. We consider a Hamiltonian in the SCHRÖDINGER

picture

Ĥ (S) = Ĥ (S)
0 + Ĥint, (2.7)

where Ĥ (s)
0 is the free Hamiltonian with known eigenstates and Ĥint is called interaction

Hamiltonian, which is assumed to be a weak perturbation of the system.

The idea of the interaction picture is to separate the contributions of both Hamiltonians. The
state is assumed to evolve according to the free Hamiltonian

∣∣ψ(I )(t )
〉≡ Û0(t )

∣∣ψ(S)(t = 0)
〉

with Û0(t ) = exp

(
− i

ℏ
Ĥ (S)

0

)
, (2.8)

where Û0(t ) satisfies the time dependent SCHRÖDINGER equation. Since the expectation
value of an operator X̂ has to be identical in both pictures we have〈

ψ(I )(t )|X̂ (I )(t )|ψ(I )(t )
〉= 〈

ψ(S)|Û0X̂ (I )(t )Û †
0 |ψ(S)

〉
!= 〈
ψ(S)|X̂ (S)|ψ(S)〉 (2.9)

and find an expression for the operators in the interaction picture

X̂ (S) = Û0X̂ (I )(t )Û †
0 . (2.10)

If we apply this to the free part of the Hamiltonian we see that Ĥ (I )
0 = Ĥ (S)

0 because time
evolution operator and Hamiltonian commute. Then the time evolution of the operators is
given as

iℏ
∂X̂ (I )(t )

∂t
= [X̂ (I )(t ), Ĥ (S)

0 ]. (2.11)

We can see that the fast time evolution driven by the free Hamiltonian is carried by the oper-
ators while the time evolution of the interaction part is carried by the states

iℏ
∂

∂t

∣∣ψ(I )(t )
〉= Ĥ (I )

int

∣∣ψ(I )(t )
〉

. (2.12)

The formal solution of this slow time evolution is given by

∣∣ψ(I )(t )
〉= V̂ (t , t0)

∣∣ψ(I )(t0)
〉

with iℏ
∂

∂t
V̂ (t , t0) = Ĥ (I )(t )V̂ (t , t0) and V̂ (t0, t0) =1.

(2.13)

We can formally integrate this differential equation

ˆ
... dt ′

V̂ (t , t0)− V̂ (t0, t0)︸ ︷︷ ︸
1

=
tˆ

t0

d

dt ′
V̂ (t ′, t0)dt ′ =− i

ℏ

tˆ

t0

Ĥ (I )
int(t ′)V̂ (t ′, t0)dt (2.14)

6



2.2 The SPDC interaction Hamiltonian QIaS

leading to the DYSON series

V̂ (t , t0) =1+
∞∑

n=1

(
− i

ℏ

)n
tˆ

t0

dt1 ...

tn−1ˆ

t0

dtn Ĥ (I )
int(t1)...Ĥ (I )

int(tn). (2.15)

For small perturbations, the terms are getting smaller with increasing order. Then we can
apply the first order perturbation and obtain

V̂ (t , t0) ≈1− i

ℏ

tˆ

t0

dt1 Ĥ (I )
int(t1). (2.16)

The state in the SCHRÖDINGER picture is then given as

∣∣ψ(S)(t )
〉= Û0(t )

1− i

ℏ

tˆ

t0

dt1 Ĥ (I )
int(t1)

∣∣ψ(S)(t0)
〉

. (2.17)

2.2 The SPDC interaction Hamiltonian

NL

Fig. 1: SPDC process.

We now want to describe spontaneous parametric down
conversion (SPDC) in a nonlinear medium. Here a
pump photon can spontaneously split in a pair of signal
and idler photons. We can describe this process using
the polarization induced in a medium by the incoming
electric field

Pi = ε0
∑

j
χ(1)

i j E j︸ ︷︷ ︸
linear optics χ(1)∼1

+ε0
∑
j ,k
χ(2)

i j k E j Ek +ε0
∑
j ,k,l

E j Ek El + ...︸ ︷︷ ︸
NLO χ(2)∼10−12 m

V

(2.18)

In this expansion we assumed an instantaneously responsive, non-dispersive medium. For
SPDC we concentrate on 2nd order effects

P̂ (2)
i =∑

j ,k
χ(2)

i j k Ê j Êk . (2.19)

The interaction Hamiltonian can then be written as

Ĥint(t ) = ε0

ˆ
d3r P̂ (2)Ê = ∑

j ,k,l
ε0χ

(2)
j kl

ˆ
d3r Êp, j Ês,k Êi ,l , (2.20)

where the indices p, s, i stand for pump, signal and idler respectively. The fields can now be
expanded in plane waves

Ê j (r , t ) =
ˆ

d3k
[

Ê (−)
j e−i(ωt−k ·r ) + Ê (+)

j e+i(ωt−k ·r )
]

with (2.21)

Ê (−)
j = i

√
2πℏω

V
â†(k) Ê (+)

j =−i

√
2πℏω

V
â(k). (2.22)
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2.2 The SPDC interaction Hamiltonian QIaS

ks

NL

L

kz z

k⊥

Fig. 2: Geometry of the wave vector.

Substituting this back into equation (2.20) results in
eight different combinations of annihilation/creation
operators. For the SPDC process we only consider
the case of creating a signal/idler photon, whereas the
pump photon is annihilated. Since the pump is much
stronger than signal/idler, we can treat it classically

Êp, j (k) → Ep, j (k)δ(k −kp ), (2.23)

meaning the pump is simply a plane wave. Now we can write down the interaction Hamilto-
nian as

Ĥint(t ) =C

ˆ
d3ks d3ki ei(ωp−ωs−ωi )t

Lˆ

0

dz ei(kpz −ksz −kiz )z
ˆ

A

d2r⊥ ei(ks⊥+ki⊥)r⊥ â†(ks)â†(ki ),

(2.24)

where A is the surface of the NLO crystal and C contains all constants like Ep or χ(2)
i j k . For

the transverse integral we can assume that A is much larger than the wavelength and can
therefore assumed to be infiniteˆ

A

d2r⊥ ei(ks⊥+ki⊥)r⊥ = 4π2δ(2)(ks⊥+ki⊥) ⇒ ks⊥ =−ki⊥. (2.25)

This result corresponds to the physical expectation of conserved transverse momentum. For
the longitudinal integral we introduce the phase mismatch ∆k = kpz −ksz −kiz

Φ(∆k ·L) = 1

L

Lˆ

0

dz ei∆kz = 2ei∆kL
sin

(
∆kL

2

)
∆kL

= ei∆kLsinc

(
∆kL

2

)
. (2.26)

This corresponds to the phase matching condition, similar to classical nonlinear processes.
Here, it is beneficial to have momentum conservation where ks +ki = kp .

Now the interaction Hamiltonian for SPDC becomes

Ĥint(t ) =C ′
ˆ

d3ks d3ki Φ(∆k ·L)ei(ωp−ωs−ωi )tδ(2)(ks⊥+ki⊥)â†(ks)â†(ki ). (2.27)

Now we try to calculate the two photon state using perturbation theory

∣∣ψ〉= exp

(
− i

ℏ

ˆ T

−T
dt ′ Ĥintt

)
|0〉 ≈

(
1− i

ℏ

ˆ T

−T
dt ′ Ĥint + ...

)
|0〉 . (2.28)

Since the interaction is small, a first order approximation is sufficient. The interaction time
T can be considered infinite, since the nonlinearity is instantaneous and the time scale of NL
interactions is much longer. The the time integral becomes

∞̂

−∞
dt ei(ωp−ωs−ωi )t = 2πδ(ωp −ωs −ωi ). (2.29)
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2.3 Phase matching QIaS

The delta function implies energy conservation with ωp =ωs +ωi . Now the state becomes

∣∣ψ〉=− i

ℏ
C ′
ˆ

d3ks d3ki δ(ωp −ωs −ωi )δ(2)(ks⊥+ki⊥)Φ(∆k ·L)â†(ks)â†(ki ) |0〉 . (2.30)

The integral implicitly also runs over frequency, since the dispersion relation connects k and
ω. The output state now contains two photons of signal and idler and contains the proba-
bility of generating them in specific modes governed by energy and momentum conserva-
tion.

2.3 Phase matching

For real nonlinear crystals phase matching is a problem due to dispersion. If we consider
the simple, degenerate case of

ωp

2 = ωs = ωi , we then need ns = np for phase matching in
forward direction.

ωs ωp

positive birefringence

ω

n

no
ne

Ee

k

α

no,s

no,p

ne,s

ne,p

o.a.

Fig. 3: Left: dispersion of ordinary and extraordinary axis of a nonlinear crystal.
Right: Index ellipsoid of the nonlinear crystal. If the propagation vector encloses the angle α
with the optical axis (extraordinary index) ordinary index of the pump (black) and extraordi-
nary index of the signal (blue) are matched.

The standard way to overcome this problem is to use a birefringent crystal. Typically we use
uni-axial crystals where we have an ordinary axis with no for polarizations Ex ,Ey and an ex-
traordinary axis with ne for polarizations Ez . For polarizations along x- and z-direction this
can enable phase matching for specific frequencies (c. f. figure 3). We can see that phase
matching can be achieved for different frequency combinations when different propagation
directions are used. Typically we distinguish between two different types of phase match-
ing:

• Type I: signal and idler same polarization, different for pump

• Type II: signal and idler different polarization

9



3 Fundamentals of quantum coherence

For the following discussions we want to focus on the effect of optical coherence in the quan-
tized treatment of radiation.

3.1 First order coherence

3.1.1 Classical description

Classically we start with YOUNG’s double slit experiment where we can produce interference
fringes on a screen in the near field behind the double slit. We observe that interference
fringes are only visible on the screen if the path difference ∆s to the detector is smaller than
the coherence length given by the bandwidth of the source ∆ω

∆s = |s1 − s2| ≤ scoh = c

∆ω
. (3.1)

Hence, we can define a coherence time as ∆tcoh = ∆scoh
c = 1

∆ω . The field on the detector at
time t can be written as a linear superposition of the fields at earlier times

t1 = t − s1

c
and t2 = t − s2

c
. (3.2)

The total electric field at the slits is the given by

E (r , t ) = k1E(r1, t1)+k2E(r2, t2), (3.3)

where k1,k2 ∈ C account for phases θ1,2 and limited slit transmission. Since the response

1

2

3

Visibility V = Imax − Imin

Imax + Imin
= 1

2

t

I

s1

s2

r1

r2

d
etecto

r

Fig. 4: Left: Temporal evolution of intensity for a visibility of 1/2.
Right: Double slit experiment.

time of the detector is long compared to the field oscillations the detector always averages
over time. Thus we just measure the intensity

I (r ) = 〈|E(r , t )|2〉
= |k1|2

〈|E(r1, t1)|2〉+|k2|2
〈|E(r2, t2)|2〉+2Re

[
k∗

1 k2
〈

E∗(r1, t1)E(r2, t2)
〉]

= I1 + I2 +2
√

I1I2 Re

[
k∗

1 k2
〈E∗(r1, t1)E(r2, t2)〉p

I1I2

]
. (3.4)
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3.1 First order coherence QIaS

If we assume identical slits with a transmission of one we have k12 = eiθ12

I (r ) = I1 + I2 +2
√

I1I2 Re

[〈E∗(r1, t1)E(r2, t2)〉p
I1I2

]
︸ ︷︷ ︸

interference contrast

cos(θ2 −θ1). (3.5)

The interference term leads us directly to the normalized classical first order coherence or
correlation function

First order coherence function

γ(1)(r1, t1,r2, t2) = 〈E∗(r1, t1)E(r2, t2)〉√〈|E(r1, t1)|2〉〈|E(r2, t2)|2〉 = 〈E∗(r1, t1)E(r2, t2)〉p
I1 · I2

= |γ(1)|eiϕ12 .

(3.6)

We can now classify the degree of coherence in the following way:

|γ(1)| = 1 fully coherent

0 < |γ(1)| < 1 partially coherent (3.7)

|γ(1)| = 0 incoherent.

Note that if the numerator factorizes〈
E∗(r1, t1)E(r2, t2)

〉= 〈
E∗(r1, t1)

〉〈E(r2, t2)〉 ⇒ |γ(1)| = 1. (3.8)

This holds true for the quantum domain as well.

Temporal coherence

We now consider a monochromatic light field at fixed spatial positions at times t and t +τ
propagating in z-direction with the electric field amplitude

E(z, t ) = E0ei(kz−ωt ) ⇒ E(z, t +τ) = E0ei(kz−ω(t+τ)). (3.9)

For the first order correlation function we find

γ(1)(z, t , t +τ) = γ(1)(τ) = 〈E∗(z, t )E(z, t +τ)〉√
〈|E(z, t )|〉2

= ... = e−iωτ

⇒|γ(1)(τ)|2 = 1. (3.10)

As expected, the monochromatic field is fully coherent since its coherence time tcoh = 1
∆ω is

infinite.
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3.1 First order coherence QIaS

3.1.2 Quantum description

From our quantum optics lecture we recall that

Ê(r , t ) =
√

ℏω
2ε0V︸ ︷︷ ︸
:=K

(
âei(k ·r−ωt ) − â†e−i(k ·r−ωt )

)

= K
(

âeik ·r e−iωt︸ ︷︷ ︸
Ê (+)(r ,t )

− â†e−ik ·r eiωt︸ ︷︷ ︸
Ê (−)(r ,t )

)
. (3.11)

Again we consider the double slit scenario and the superposition of the fields

Ê (+)(r , t ) = K1Ê (+)(r1, t1)+K2Ê (+)(r2, t2). (3.12)

Hence the intensity at the detector is

I (r , t ) = 〈
Ê (−)(r , t )Ê (+)(r , t )

〉=: G (1)(r , t ,r , t )

= |K1|2
〈

Ê (−)(r1, t1)Ê (+)(r1, t1)
〉 →|K1|2G (1)(r1, t1,r1, t1) (slit 1)

+|K2|2
〈

Ê (−)(r2, t2)Ê (+)(r2, t2)
〉 →|K1|2G (1)(r2, t2,r2, t2) (slit 2)

+2Re
[

K ∗
1 K2

〈
Ê (−)(r1, t1)Ê (+)(r2, t2)

〉︸ ︷︷ ︸
=G (1)(r1,t1,r2,t2)

]
. (3.13)

A normalization leads us to the first order coherence function

Normalized first order coherence function

g (1)(r1, t1,r2, t2) =
〈

Ê (−)(r1, t1)Ê (+)(r2, t2)
〉√〈

Ê (−)(r1, t1)Ê (+)(r1, t1)
〉〈

Ê (−)(r2, t2)Ê (+)(r2, t2)
〉

= G (1)(r1, t1,r2, t2)

G (1)(r1, t1,r1, t1)G (1)(r2, t2,r2, t2)
. (3.14)

As in the classical description we distinguish between different degrees of coherence

|g (1)(r1, t1,r2, t2)| = 1 fully coherent

0 < |g (1)(r1, t1,r2, t2)| < 1 partially coherent (3.15)

|g (1)(r1, t1,r2, t2)| = 0 incoherent.

Example:

We consider a single plane wave mode of a quantized field propagation with a wave vector k
with a positive frequency part of the field operator as

Ê (+)(r , t ) = K âei(k ·r−ωt ). (3.16)

12



3.1 First order coherence QIaS

If the field is in a photon number state |n〉, then we have

G (1)(r , t ,r , t ) = 〈
n|Ê (−)(r , t )Ê (+)(r , t )|n〉= |K |2

〈
n|â†â|n

〉
= |K |2n.

G (1)(r1, t1,r2, t2) = 〈
n|Ê (−)(r1, t1)Ê (+)(r2, t2)|n〉= |K |2nei[k(r2−r1)−(ω2−ω1)t ].

(3.17)

From that we can conclude

|g (1)(r1, t1,r2, t2)| = 1 ⇒ fully coherent. (3.18)

Furthermore we can also show that for a field in a coherent state |α〉

|α〉 = exp

(
−|α|2

2

) ∞∑
n=0

αn

p
n!

|n〉 , (3.19)

the first order coherence function |g (1)(r1, t1,r2, t2)| = 1. Remarkably, all higher coherence
functions of the coherent state are unity aswell.

Temporal coherence

−1

1

τ

ReG (1)(τ)

Fig. 5: Coherence function of thermal
light.

We now want to consider the example of thermal light

Ê (+)(t ) = E0eiωt eiϕ(t )â, (3.20)

where ϕ(t ) is a randomly varying phase. Then the tem-
poral coherence function is

G (1)(τ) = eiωτ 〈
ei(ϕ(t+τ)−ϕ(t ))〉︸ ︷︷ ︸

slowly varying envelope

. (3.21)

The shape of the envelope is connected to the dynam-
ics in the source. Generally we distinguish two types of
mechanisms

• Source dominated by collisions of atoms (homogeneous broadening). Here we have a
Lorentzian shaped spectrum. Thus the coherence function is (connected via Fourier
transform)

G (1)(τ) = e−iωτe−
τ
τc with coherence time τc = 1

∆ω
. (3.22)

• Source dominated by Doppler broadening (inhomogeneous). This results in a Gaus-
sian shaped spectrum. Therefore the coherence function is

G (1)(τ) = e−iωτe
−π

2

(
τ
τc

)2

with τc =
p

8π ln2

∆ω
. (3.23)

Note that the coherence time (as in the classical case) is inversely proportional to the band-
width ∆ω of the light source. We obtained the results for the coherence functions using the
WIENER-KHINCHINE theorem which connects the temporal first order correlation function
and the spectral intensity distribution F (ω) of the light source

F (ω) = 1

2π

∞̂

−∞
g (1)(τ)e−iωτdτ . (3.24)
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3.2 Second-order quantum coherence function QIaS

3.2 Second-order quantum coherence function

3.2.1 Classical description

delay correlation

Fig. 6: Hanbury Brown-Twiss experi-
ment.

The first order coherence function does not contain
information about the statistical properties of light.
Instead, we can perform intensity correlations as in
the Hanbury Brown-Twiss experiment. This exper-
iment (schematically drawn in figure 6) is measur-
ing correlations between the intensity fluctuations
of light a different times. The detectors may be sin-
gle photon detectors giving us the coincidence rate
between the two detectors or normal photo diodes
where we measure the signal correlation for varying
time delay τ. Since the intensity is the same for both
arms the coincidence rate is

c(t , t +τ) = 〈I (t )I (t +τ)〉 , (3.25)

and thus we can write the normalized second-order coherence function as

Normalized Second order coherence function

γ(2)(τ) = 〈I (t )I (t +τ)〉
〈I (t )〉2 = 〈E∗(t )E∗(t +τ)E(t +τ)E(t )〉

〈E∗(t )E(t )〉2 . (3.26)

We can write this for spatial coordinates in the same way. A light field is called second-order
coherent, when |γ(1)(τ)| = 1 and |γ(2)(τ)| = 1.

Example: Monochromatic plane wave

In the special case of a monochromatic plane wave E(z, t ) = E0ei(kz−ωt ) we find γ(1)(τ) = e−iωτ

and thus |γ(1)| = 1. The second-order coherence also gives

γ(2)(τ) = |E0|4
〈E∗(t )E(t )〉2 = 1 ⇒ 2nd order coherent. (3.27)

In fact, any field with constant intensity will have γ(2)(τ) = 1.

Boundaries of the correlation values

Now we might wonder what are possible values of γ(2). Let us consider first τ= 0

γ(2)(0) =
〈

I 2(t )
〉

〈I (t )〉2 . (3.28)

14



3.2 Second-order quantum coherence function QIaS

The average values of the intensity are determined by N measurements at different absolute
times

〈I (t )〉 = I (t1)+ ...+ I (tN )

N
,

〈
I 2(t )

〉= I 2(t1)+ ...+ I 2(tN )

N
. (3.29)

For N = 2 we can make use of the CAUCHY-SCHWARTZ inequality 2I1I2 ≤ I 2
1 + I 2

2 for any real
numbers I1, I2

(I1 + I2)2 = I 2
1 + I 2

2 +2I1I2 ≤ 2(I 2
1 + I 2

2 ). (3.30)

We can generalize this to N intensities

〈I (t )〉2 = 1

N 2
(I1 + ...+ IN )2 ≤ 1

N
(I 2

1 + ...+ I 2
N ) = 〈

I 2(t )
〉

. (3.31)

Thus we find

1 ≤ γ(2)(0) <∞. (3.32)

We do not have an upper bound for γ(2)(0), however, its minimum value is one. We can also
derive that

〈I (t )I (t +τ)〉 ≤ 〈
I 2(t )

〉 ⇒ γ(2)(τ) ≤ γ(2)(0). (3.33)

The probability of detecting coincidences is highest for zero delay. This leads us to the ter-
minology of photon bunching.

Example: Thermal light

τc

1

2

τ

γ(2)(τ)

Fig. 7: 2nd order coherence function of a
thermal light source.

One can show that for thermal light the second
and first order coherence functions are related via
the SIEGERT relation, i. e.

γ(2)(τ) = 1+|γ(1)(τ)|2. (3.34)

For a collision broadened source (c. f. figure 7) we
find

γ(2)(τ) = 1+exp

(
−2

|τ|
τc

)
. (3.35)

3.2.2 Quantum description

Performing again the transition toward the quantum domain we obtain for the second order
coherence function

Normalized Second order coherence function

γ(2)(τ) =
〈

Ê (−)(t )Ê (−)(t +τ)Ê (+)(t +τ)Ê (+)(t )
〉〈

Ê (−)(t )Ê (+)(t )
〉〈

Ê (−)(t +τ)Ê (+)(t +τ)
〉 . (3.36)

In the following we want to discuss several examples of second order coherence functions:
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3.2 Second-order quantum coherence function QIaS

• Single mode field: Ê (+) = iK âei(k ·r−ωt )

⇒ g (2)(τ) =
〈

â†â†ââ
〉〈

â†â
〉2 = 〈n̂(n̂ −1)〉

〈n̂〉2 = 1+
〈

(∆n̂)2
〉−〈n̂〉

〈n̂〉2 . (3.37)

We observe that for single-mode fields the 2nd order coherence function is indepen-
dent on τ.

• Coherent state:
〈

(∆n̂)2
〉 = 〈n̂〉. For a coherent state the distribution of photon num-

bers follows a Poissonian distribution with the property that the mean photon value
is identical to the fluctuations. The 2nd order coherence function is thus g (2)(τ) = 1
which corresponds to a classical harmonic wave. Therefore, coherent states are suited
to describe monochromatic laser fields.

• Thermal light: Same result as discussed before g (2)(τ) = γ(2)(τ) = 1+e−2 τ
τc .

Thermal light always shows classical behaviour with g (2)(0) ≥ g (2)(τ).

• Photon number state: As the name suggest the photon fluctuation (∆n)2 = 0. Therefore
we find

g (2)(τ) =
{

0 n = 0

1− 1
n n ≥ 1.

(3.38)

Hence, g (2)(0) < 1 is possible, which is not allowed in the classical domain.

Note that g (2)(0) ≤ g (2)(τ) corresponds to the non-classical effect of photon anti-bunching.
Consider an excited atom spontaneously emitting a photon. This generated single photon
number state has these non-classical properties. We can summarize our results to

g (2)(τ) =


> 1 super-Poissonian, photon bunching ⇒ thermal light

= 1 Poissonian, random spacing ⇒ laser light

< 1 sub-Poissonian, photon anti-bunching ⇒ non-classical light.

(3.39)

Fluctuation correlations

We can also use the 2nd order correlation function to characterize fluctuation correlations.
Assume I (t ) = 〈I 〉+∆I (t ) with 〈∆I (t )〉 = 0. Then we have

g (2)(τ) = 〈I (t )I (t +τ)〉
〈I (t )〉〈I (t +τ)〉 =

〈[〈I 〉+∆I (t )][〈I 〉+∆I (t +τ)]〉
〈I (t )〉2 = 1+ 〈∆I (t )∆I (t +τ)〉

〈I (t )〉2 . (3.40)

This is a measure for the correlation between intensity (or photon number) fluctuation. This
will lead later on to the method of Ghost imaging.
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3.3 Beam splitters with non-classical light QIaS

3.3 Beam splitters with non-classical light

1’ 1

2’

2

Fig. 8: Beam splitter
setup.

In the following we consider a beam splitter with reflection coeffi-
cient r and transmission coefficient t with r, t ∈C and |r |2+|t |2 = 1.
We always have to consider two input and output modes, for exam-
ple a single photon entering port 1′ is described by

|in〉 = â†
1′ |0〉 = |1〉1′ |0〉2′ . (3.41)

The BS will split the possibilites to find the photon either in port
1 with probability |t |2 or in port 2 with probability |r |2. For a sin-
gle photon state, no coincidences are possible. The beam splitter
transformation looks as follows

â†
1′ |0〉

BS−→ (t â†
1 + r â†

2) |0〉 . (3.42)

Analogously, for a photon in input port 2 we have

â†
2′ |0〉

BS−→ (r â†
1 + t â†

2) |0〉 . (3.43)

This way we have a clear input to output correspondence. Often we relate the output to the
input modes in a compact matrix formalism(

â†
1

â†
2

)
=

(
t r
r t

)(
â†

1′
â†

2′

)
. (3.44)

Typically most BS consist of a dielectric layer which results in a π
2 phase jump in case of

reflection. We can now give some examples of BS acting on different input states:

• vacuum: |0〉1′ |0〉2′
BS−→ |0〉1 |0〉2

• 50/50 BS: â†
1′ |0〉

BS−→ 1p
2

(â†
1 + iâ†

2) |0〉
Note that since we cannot factorize this state as a product of single mode states we call
this a path entangled state.

• coherent state at a 50/50 BS in input port 1’. Here we introduce a displacement operator
which creates a coherent state

|α〉1′ |0〉2′ = D(α) |0〉1′ |0〉2′ = exp
(
αâ†

1′ −α∗â1′
)
|0〉1′ |0〉2′

BS−→ exp

(
αp

2
[â†

1 + iâ†
2]− α∗

p
2

[â1 − iâ2]

)
|0〉1 |0〉2

= exp

(
αp

2
â†

1 −
α∗
p

2
â1

)
exp

(
i
αp

2
â†

2 −
−iα∗
p

2
â2

)
|0〉1 |0〉2

=
∣∣∣∣ αp2

〉
1

∣∣∣∣ iαp
2

〉
2

. (3.45)

Here the state is already factorized. We call this a separable state. The intensity is split

equally to |α|2
2 .

From the example of the coherent state we can see that a strongly attenuated laser source is
no replacement for a single photon source.
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3.3 Beam splitters with non-classical light QIaS

Hong-Ou-Mandel effect

We now consider two indistinguishable photons, one in each input port of a 50/50 beam
splitter

â†
1′ â

†
2′ |0〉 = |1〉1′ |1〉2′

⇒ 1

2

[
(â†

1 + iâ†
2)(iâ†

1 + â†
2)

]
|0〉

= 1

2

[
i(â†

1)2 + i(â†
2)2 + â†

1â†
2 − â†

1â†
2

]
|0〉

= i

2

[
(â†

1)2 + (â†
2)2

]
|0〉 = ip

2
(|2,0〉+ |0,2〉). (3.46)

We again have a path-entangled two-photon state. Since both photons are always on the
same output port we will not observe any coincidences between the output ports. This effect
is called Hong-Ou-Mandel effect (HOM-effect). The schematic of the experiment carried out
by Hong-Ou-Mandel1 is shown in figure 9.

pump

τ

SPDC

signal

idler

1

2

correlation

BS

Fig. 9: Signal and idler photons produced by a type-I phase matching SPDC process in KDP are
aligned to meet at a beam splitter. Spectral filtering ensures that only photon pairs with the
same frequency are selected.

0

V

τ

coincidences

Fig. 10: Coincidence measurement.

Here, a nonlinear crystal was used as a source of
photon pairs where each photon was emitted in
two different spatial modes. For a time delay τ= 0
between both arms, the coincidence rate is zero
due to the indistinguishability of the two photons.
When the difference in arrival times gets larger,
both photons become distinguishable and thus
we can detect coincidences again. The minimum
drops to zero only if the two photons are perfectly
identical in all properties. The precise shape of
the dip is directly related to the power spectrum
of the single-photon wave packet and is therefore

1C. K. Hong, Z. Y. Ou and L. Mandel, Measurement of Subpicosecond Time Intervals between Two Photons by
Interference, Phys. Rev. Lett. 59, 2044 (1987)
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3.3 Beam splitters with non-classical light QIaS

determined by the physical process of the source. According to Hong-Ou-Mandel the ex-
pected number Nc of observed photon coincidences is given by

Nc ∼ R2 +T 2 −2RT

´∞
−∞ g (τ)g (τ−2δτ)dτ´∞

−∞ g (2)(τ)dτ
. (3.47)

We can also define a visibility for this experiment as

V = Imax − Imin

Imax + Imin
, (3.48)

which would be equal to one in the ideal case. In a real experiment we still have residual
distinguishability due to the different wavelengths of signal and idler or a non-perfect beam
splitter.

CAVE: The interference of the two-photon state happens at the detector and not the BS. Es-
pecially the interference does not depend on whether the photons overlap at the position of
the beam splitter. We also want to emphasize that the two-photon interference is not the
interference of two photons. It is the interference of one two-photon wave function with
itself.
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4 Applications of one- and two-photon interference

4.1 Interferometer with single photons

2′′

2′

D2

1′′

1′ D1

BS1

BS2

θ

Fig. 11: Mach Zehnder interferometer setup.

We now want to consider first a Mach-
Zehnder interferometer setup with single
photons. We assume a photon in spatial
port 1′′. Then the action of the beam split-
ter 1, phase delay θ and beam splitter 2 can
be calculated as

â†
1′′ |0〉

BS1−→ 1p
2

(â†
1′ + iâ†

2′) |0〉
θ−→ 1p

2
(â†

1′ + ieiθ â†
2′) |0〉

BS2−→ 1

2
(â†

1 + iâ†
2 + ieiθ â†

2 −eiθ â†
1) |0〉

= 1

2

(
(1−eiθ)â†

1 + i(1+eiθ)â†
2

)
|0〉 .

(4.1)

Then the probability to find a photon in D1 and D2 is

PD1 =
∣∣∣∣1

2
(1−eiθ)

∣∣∣∣2

= 1

2
(1−eiθ)(1−e−iθ) = 1

2
(1−cosθ) (4.2)

PD2 =
∣∣∣∣1

2
(1+eiθ)

∣∣∣∣2

= 1

2
(1+cosθ). (4.3)

1

θ

probability PD1

PD2

Fig. 12: Probability of photon detection.

We observe that we can change the signal on the
detectors periodically by introducing a phase de-
lay in one of the paths. The special case θ = 0
of zero phase delay shows, that the photon will
always hit detector two. This can be explained
by the fact that the photon accumulates a phase
shift of π

2 at every reflection. For the photon to
hit detector one we have two paths, but their
phase is shifted by π since along spatial mode 1′

we have no reflection, whereas in spatial mode
2′ the photon is reflected twice. The two one-
photon probabilities then interfere destructively.

Elitzur-Vaidman bomb test

We now want to use the single photon interferometer to raise the question, whether or not
we might be able to obtain information about the presence of an object without interacting
with it. That is the idea of interaction free measurement. We consider a set of bombs. Some
of them are duds and are fully transparent to light, however, some are live and will detonate
when absorbing even a single photon.
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4.1 Interferometer with single photons QIaS

2”

D2

1”

D1

Fig. 13: Mach Zehnder interferometer setup.

Now we place a bomb of our set into spatial
port two of our interferometer. We may con-
sider two different cases:

1. Bomb is a dud:
The bomb is fully transparent, we
have the case of no object. Only D2 fill
give a signal, whereas D1 is dark.

2. bomb is live:

• If the photon takes port 2 it will
hit the bomb and thus we will
have an explosion. This will fail
our mission.

• If the photon takes port 1 it will
hit either D1 or D2 with 25 % each.

Now, if we measure a photon in detector D2, we will know for sure, that the bomb is live and
did not explode. However, we will only succeed in our mission 25 % of the time. Thus we
might wonder if we can increase the success rate?

For our experiment the actual success rate is higher than 25 % since we can repeat our mea-
surement with another photon if the bomb did not explode before. We can only detect live
bombs, therefore we assume a live bomb for now. In the first measurement we have a quar-
ter chance of detecting the live bomb. If however, the photon took path 1 and the bomb did
not explode (25 % chance as well) we can repeat the measurement and try again. So finally,
for two 50/50 beam splitter we obtain

p =
∞∑

n=1

(
1

4

)n

= 1/4

1−1/4
= 1

3
. (4.4)

In general, the fraction η of measurements that can be interaction free is

η= p(detection)

p(detection)+p(absorption)
= 1/4

1/4+1/2
= 1

3
. (4.5)

Now we want to consider two beam splitters with different reflectivity and transmittance
with a ≪ b

BS1: |r | = a, |t | = b ⇒ mostly transparent

BS1: |r | = b, |t | = a ⇒ mostly reflective .
(4.6)

Now, in case of a dud only D2 detects a photon and D1 stays dark. If the bomb is live we will
observe the following distributions:

P = a2 explosion, P = a2b2 success, P = b4 hitting D2 . (4.7)

Then the fraction of interaction free measurements is

η= a2b2

a2b2 +a2
= b2

1+b2
b2→1−→ 1

2
. (4.8)
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4.2 Induced coherence and measurements with undetected light QIaS

Fig. 14: Advanced interferometer setup.

However, we can further improve our re-
sults by considering another setup (c. f. fig-
ure 14). Here we place a large bomb in the
whole upper area of the setup. We model
the reflectivity of the beam splitters in such
a way that

|r |2 = cos2
( π

2N

)
(4.9)

for N beam splitters and |r |2+|t |2 = 1. Then the probability of successfully detecting a photon
after N -beam splitters is

Psuccess =
[

cos2
( π

2N

)]N
≈ 1− π2

4N
+O

(
1

N 2

)
. (4.10)

The probability of absorption is just 1−Psuccess and therefore

η= Psuccess

Psuccess +Pabsorb.
= Psuccess ≈ 1− π2

4N
→ 1 for N →∞. (4.11)

Already for N ≥ 4 we exceed the previous fraction of η= 1
2 .

4.2 Induced coherence and measurements with undetected light

Now we want to discuss an experiment performed by Zou, Wang and Mandel in 19912 and
sketched in figure 15.

pump

s1

s2

NL1

NL2

D1

D2

teiθ

object BS
∆ϕ

0 1 2 3 4

Fig. 15: Two similar nonlinear crystals NL are optically pumped by two mutually coherent pump
waves, each emitting a signal and idler photon. We look for interference between the sig-
nal photons s1 and s2 whose trajectories meet at the beam splitter (BS). The trajectories of the
two idlers i1, i2 are also aligned as shown.

This experiment demonstrated that interference effects take place if the paths of photons are
indistinguishable, i. e. you cannot measure the ”which-path“ information.

2X. Y. Zou, L. J. Wang, and L. Mandel, "Induced coherence and indistinguishability in optical interference,"
Phys. Rev. Lett. 67, 318 (1991)
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4.2 Induced coherence and measurements with undetected light QIaS

Fig. 16: Photon counting rate as function of beam
splitter displacement.
Curve A: ND-filter with |t | = 0.91
Curve B: ND-filter with |t | ≈ 0.

Since the output modes of the generated
signal and idler photons overlap spatially,
we cannot distinguish them. In this case we
will observe interference in the count rates
as shown by curve A in figure 16. If now
an object is inserted (c. f. figure 15) in the
beam path of the idler photons, the indistin-
guishability is lifted, as measuring the idler
photons correlated with the signal photon
could potentially provide information about
the origin of the signal photons. Conse-
quently the interference vanishes, as shown
in curve B. Here, we do not actually obtain
the “which-path” information, its sufficient
that the information can in principle be ob-
tained.

This phenomenon is interesting since signal
and idler photons can have different wavelengths and measurements in wavelength ranges
without any available detectors can be performed by only detecting (visible) signal pho-
tons.

In order to compare the experimental results with our developed theory of two-photon in-
terference we want to perform the necessary calculations. At point “0” in figure 15 we have
the following quantum state

|in〉 = 1p
2

(â†
p1

+ iâ†
p2

) |0〉 (4.12)

1−→ 1p
2

(αâ†
s1

â†
i1
+ iâ†

p2
) |0〉 . (4.13)

The factor α accounts for a not fully converted pump in NL1. We neglect the part (1−α)â†
p

since its irrelevant for our experiment (just place a spectral filter to filter out the pump radi-
ation). Then we consider the transformation of the idler path due to the object

â†
i1
−→ teiθ â†

i1
+ i

√
1−|t |2â†

loss︸ ︷︷ ︸
loss modes

. (4.14)

the collective loss modes will be neglected as well. Then the second nonlinear crystal acts
on the second pump photon and at point 2 we fill find

|in〉 = 1p
2

(α teiθ â†
s1

â†
i1
+ iâ†

p2
) |0〉

2−→ 1p
2

(α teiθ â†
s1

â†
i1
+αiâ†

s2
â†

i2
) |0〉 . (4.15)

Since both idler paths are spatially perfectly overlapping we can set â†
i1
= â†

i2
= â†

i . At point 3
both signal paths will again be mixed via a beam splitter which also adds an additional phase
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4.3 Dispersion cancellation QIaS

∆ϕ

2−→ αp
2

(teiθ â†
s1
+ iâ†

s2
)â†

i |0〉
3−→ αp

2
(teiθ â†

s1
+ iei∆ϕâ†

s2
)â†

i |0〉
4−→ αp

2

(
teiθ 1p

2
(iâ†

d1
+ â†

d2
)+ iei∆ϕ 1p

2
(â†

d1
+ iâ†

d2
)

)
â†

i |0〉

=α
2

(
teiθ(iâ†

d1
+ â†

d2
)+ei∆ϕ(iâ†

d1
− â†

d2
)
)
â†

i |0〉

|out〉 =α
2

[(
teiθ+ei∆ϕ

)
iâ†

d1
+

(
teiθ−ei∆ϕ

)
â†

d2

]
â†

i |0〉 . (4.16)

Now, the probability to detect a signal photon in detectors D1 and D2 is (t ∈R)

PD1 =
|α|2

4
|teiθ+ei∆ϕ|2 = |α|2

4

(
|t |2 +1+ tei(θ−∆ϕ) + te−i (θ−∆ϕ)

)
= |α|2

4

(
1+|t |2 +2t cos

(
θ−∆ϕ))

(4.17)

PD2 =
|α|2

4

(
1+|t |2 −2t cos

(
θ−∆ϕ))

. (4.18)

This result corresponds well with the measurements performed in figure 16. For t = 0 we will
have a constant probability independent on ∆ϕ, whereas for t ̸= 0 we observe a sinusoidal
behavior as expected.

4.3 Dispersion cancellation

In the following we want to discuss the effect of dispersion cancellation in a two-photon
interference setup. For a dispersive medium the dispersion relation is given as

k(ω) = n(ω)ω

c
. (4.19)

We now want to perform a Taylor series expansion around a mean frequency ω0 giving us

k(ω) = k0 +α(ω−ω0)+β(ω−ω0)2 + ... (4.20)

When a wave packet is traveling through a dispersive medium of length L, it will acquire a
phase shift

ϕ(ω) = k(ω) ·L =ϕ0 +αL(ω−ω0)+ βL︸︷︷︸
∝GDD

(ω−ω0)2. (4.21)

The prefactor of the second term is proportional to the group delay dispersion (GDD) which
is responsible for dispersive pulse broadening effects according to

τ= τ0

√√√√1+
(

4ln2
GDD

τ2
0

)2

, where τ0 is FWHM for a Gaussian. (4.22)
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4.3 Dispersion cancellation QIaS

Now we consider a HOM interferometer as sketched in figure 9 with a dispersive element in
the signal arm. The frequency entangled state from the SPDC process is given as

∣∣ψ〉= ˆ dωΦ(ω) |ω0 +ω,ω0 −ω〉 , (4.23)

where Φ(ω) is the two-photon spectral amplitude function and ω describes the deviation
about the central angular frequency ω0 of the twin-photon wave packet. The ladder opera-
tors for the detector modes D1 and D2 are given as

â1(ω) = 1p
2

(
iâs(ω)eik(ω)L + âi (ω)eiω δl

c

)
â2(ω) = 1p

2

(
âs(ω)eik(ω)L + iâi (ω)eiω δl

c

)
,

(4.24)

where δl is the displacement of the mirror (now in idler path). Note that the following com-
mutator relations hold:

[â j (ω), â†
k (ω′)] = δ j kδ(ω−ω′), [â j (ω), âk (ω)] = 0. (4.25)

Hence, the positive and negative frequency parts of the electric field at detector j = 1,2 are
given by

Ê (+)
j (t ) =

ˆ
dω â j (ω∗)e−iω∗t and Ê (−)

j (t ) =
ˆ

dω â†
j (ω)eiωt =

[
Ê (+)

j (t )
]†

. (4.26)

Now we can compare the coincidence rates (which are proportional to g (2))

Rc =
T̂

0

dt1 dt2

〈
ψ|Ê (−)

1 (t1)Ê (−)
2 (t2)Ê (+)

1 (t1)Ê (+)
2 (t2)|ψ

〉
. (4.27)

Here we have to perform four frequency integrations. However, since the time window for
coincidences is much longer than the coherence length 1/∆ω, the interaction time is effec-
tively infinity

lim
T→∞

T̂

0

dt eit (ω−−ω+) ≈ δ(ω−−ω+). (4.28)

Then the coincidence rate can be calculated to

Rc =
Ï

dω1 dω2

〈
ψ|â†

1(ω1)â†
2(ω2)â1(ω1)â2(ω2)|ψ

〉
︸ ︷︷ ︸

=∑
n

〈
ψ|â†

1â†
2|n

〉〈
n|â1â2|ψ

〉
∗=∑

n

〈
ψ|â†

1â†
2|0

〉〈
0|â1â2|ψ

〉= |〈0|â1â2|ψ
〉 |2

(4.24)=
∣∣∣∣1

2

〈
0|âi (ω1)âs(ω2)eiω1

δl
c +ik(ω2)L − âs(ω1)âi (ω2)eiω2

δl
c +ik(ω1)L|ψ

〉∣∣∣∣2

(4.29)
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4.4 Classical optical coherence tomography QIaS

(4.20)=
∣∣∣∣1

2
δ(ωp −ω1 −ω2)Φ(ω′)eiωp

δl
c +ik(ωp )L

(
e−iω′ δl

c +iL(−αω′+βω′2) −eiω′ δl
c +iL(αω′+βω′2)

)∣∣∣∣
= 1

4
|δ(ωp −ω1 −ω2)|2|Φ(ω′)|2

[
2−2Re

(
e2iω′ δl

c −2iαω′L
)]

with ω′ =ω1 −ωp

Rc =
ˆ

dω′ |Φ(ω′)|2
[

1−cos

(
2ω′

(
δl

c
−αL

))]
. (4.30)

In the third line we used that for a photon pair state only n = 0 contributes in the sum. We
observe that the contribution of β vanishes in the second to last line. Therefore the coinci-
dence rate is dispersion insensitive and we only have group delay dependence.

4.4 Classical optical coherence tomography

τ

La
se

r

BSmirror detector

Imaged

Plane

Fig. 17: Optical coherence tomogra-
phy. Michelson interferome-
ter setup.

We now consider a light source with low temporal co-
herence length, i. e. a broad spectrum. This may be
an ultrashort pulse or a white light source. We take
a Michelson interferometer setup as depicted in fig-
ure 17. Then one mirror is exchanged by a sample. We
model the beam passage through the sample by a trans-
fer function

H(ω) =
∞̂

0

dz r (z,ω)e2iϕ(z,ω), (4.31)

where r is the reflection coefficient of the sample. The
factor of two in the phase is considering forward and
back propagation in the sample. For a broadband light
source with ω = ω0 +Ω and spectral power density
S(ω) ∼ I0, the intensity at the detector is given by

I = 〈|Er +Es |2
〉= 1

2
(Ir + Is)+Re[

〈
(E∗

r (t +τ))Es(t )
〉

]. (4.32)

Here Er and Es are the fields of the reference and sample respectively. We can also write this
as

I (τ) ∼
self interference︷︸︸︷

Γ0 +2 Re[Γ(τ)e−iωτ]︸ ︷︷ ︸
cross intereference

, (4.33)

where the new quantities Γ0 and Γ(τ) are given by

Γ0 =
ˆ

dΩ (1+|H(ω0 +Ω)|2)S(Ω), and Γ(τ) =
ˆ

dΩH(ω0 +Ω)S(Ω)e−iΩt = γ(1)(τ). (4.34)

In the last equal sign we used the WIENER-KHINCHINE theorem again (3.24).

The procedure for performing a classical OCT experiment is as follows:
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4.4 Classical optical coherence tomography QIaS

• Determine the spectral density S(ω) which is given by the light source.

• Measure Γ0 and Γ(τ).

• Then we can obtain the transfer function H(ω) and can extract the reflection coeffi-
cient r (z,ω).

However, OCT experiments are limited by the group velocity dispersion (GVD) of the sam-
ple.

Quantum OCT

We can solve the problem of dispersion and increase our resolution by performing a quan-
tum optical coherence tomography experiment. We take a setup similar to figure 9 as shown
in figure 18.

pump

τ

SPDC

signal

idler

1

2

correlation

BS

sample

Fig. 18: Signal and idler photons produced by a type-I phase matching SPDC process are used to per-
form a quantum OCT experiment.

The light source is now a SPDC source with ω± = ω0 ±Ω. Analogous to equation (4.23) the
state can be written as∣∣ψ〉= ˆ dΩΦ(Ω) |ω0 +Ω,ω0 −Ω〉 , with |Φ(Ω)|2 = S(Ω) and

ˆ
dΩS(Ω) = 1. (4.35)

The coincidence rate is now given by

C (τ) ∼Λ0 −Re[Λ(2τ)], with (4.36)

Λ0 =
ˆ

dΩ |H(ω0 +Ω)|2S(Ω), and Λ(τ) =
ˆ

dΩH(ω0 +Ω)H∗(ω0 −Ω)S(Ω)eiΩt .

Note that there are similarities to the expressions found in the classical case (equations (4.33)
and (4.34)). However, there are some differences. Since we probe the sample with both fre-
quencies we can actually achieve a doubling of the resolution. Furthermore we can make
use of dispersion cancellation.
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4.5 Franson interferometer QIaS

4.5 Franson interferometer

We recall that for the HOM effect both photons do not need to arrive at the same time at the
BS. The indistinguishability, however, of the RR (reflected, reflected) and TT (transmitted,
transmitted) case are essential. We observe a similar behavior in the Franson interferometer
sketched in figure 19.

pump
SPDC

signal

idler

Ss

Si

correlation

Fig. 19: Franson interferometer setup.

The path length difference between short (S) and long (L) path is much larger than the coher-
ence length of signal and idler photons. We have four options the signal and idler photons
can take:

LsLi , LsSi , SsLi︸ ︷︷ ︸
can be neglected

and SsSi . (4.37)

Two cases can be neglected for coincidences if the acquisition time of the detectors is smaller
than time difference of long and short path. However, LsLi and SsSi are indistinguishable
options and will interfere ∣∣ψ〉= 1

2

(|S〉s |S〉i +eiϕ |L〉s |L〉i
)
. (4.38)

Let ∆ls and ∆li be the path difference between the long and short path for signal and idler.
Then the phase difference between LL and SS path is

ϕ= ωs∆ls

c
+ ωi∆li

c
=

=ωp︷ ︸︸ ︷
ωs +ωi

2
(∆ls +∆li )+

≈0︷ ︸︸ ︷
ωs −ωi

2
(∆ls −∆li )

ϕ≈ 1

2
ωp (∆li +∆ls). (4.39)

The probability of coincidences is now

PC = |〈ψ∣∣ψ〉 |2 = 1

4

∣∣1+eiϕ
∣∣2 = 1

2
(1+cosϕ)

= 1

2

[
1+cos

(ωp

2
(∆ls +∆li )

)]
. (4.40)

We conclude that 100 % visibility is possible although the photons never interacted with each
other. This leads us to the concept of time bin entanglement.
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5 Quantum metrology

5.1 Absolute calibration of photon detectors

pump
SPDC

signal

idler

N1 = η1N

N2 = η2N

Fig. 20: Simple detector setup.

In the following we consider a simple detector setup
with a nonlinear crystal creating a signal and idler
beam. Both are detected by detectors D1 and D2 re-
spectively. The number of photon pairs sent out is
called N and Ni = ηi N is the actual number of pho-
tons detected. Here we defined a detection efficiency
ηi for every detector. This scenario is depicted in fig-
ure 20. Now we want to find the detection efficiency
η1 while detector D2 has an unknown efficiency η2.
The total coincidence rate NC is

Nc = η1η2N = η1N2 ⇒ η1 = Nc

N2
. (5.1)

This calculation is independent of η2.

5.2 Phase measurements and limits

5.2.1 Interferometry with coherent states

|α〉

1′

2′

D2

D1

BS1

BS2

eiθ

object

Fig. 21: Mach Zehnder interferometer with coher-
ent state in port 2.

We now consider a Mach Zehnder interfer-
ometer with a coherent state on port 2 and
vacuum on port 1 as depicted in figure 21.
Since the coherent state can describe classi-
cal laser light (perfect coherence) we expect
to retain the behavior known from classical
interferometry. The coherent state input is
transformed as

|0〉 |α〉 BS−→
∣∣∣∣ iαp

2

〉∣∣∣∣ αp2

〉
(n̄ = 〈n̂〉 = |α|2) (5.2)

The phase shifting object yields∣∣∣∣ iαp
2

〉
1′′

∣∣∣∣ αp2

〉
2′′

θ−→
∣∣∣∣ ieiθαp

2

〉
1′

∣∣∣∣ αp2

〉
2′

(5.3)

The second BS transforms as follows∣∣∣∣ ieiθαp
2

〉
1′

∣∣∣∣ αp2

〉
2′

BS−→
∣∣∣∣ i(eiθ+1)αp

2

〉
1

∣∣∣∣ (eiθ−1)αp
2

〉
2
= ∣∣ψ〉

. (5.4)
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5.2 Phase measurements and limits QIaS

The output probability at detector D1,2 is then (n̄ = |α|2)

〈n̂1〉 =
〈
ψ|n̂1|ψ

〉= ∣∣∣∣ ip
2

(eiθ+1)α

∣∣∣∣2

= n̄

2
(1+cosθ)

〈n̂2〉 =
〈
ψ|n̂2|ψ

〉= ∣∣∣∣ ip
2

(eiθ−1)α

∣∣∣∣2

= n̄

2
(1−cosθ).

(5.5)

We can obtain the best contrast by subtracting both outputs via an operator Ô

Ô := n̂1 − n̂2 ⇒ 〈
Ô

〉= n̄1 − n̄2 = n̄ cosθ. (5.6)

Now we may ask how precise can θ be measured or rather how large is its uncertainty ∆θ.
Let us consider the uncertainty of Ô first

∆Ô =
√〈

Ô2〉︸ ︷︷ ︸−〈
Ô

〉2

〈
Ô2〉= 〈

ψ|(n̂1 − n̂2)2|ψ〉= 〈
n̂2

1

〉︸︷︷︸
n̄2

1+n̄1

+ 〈
n̂2

2

〉︸︷︷︸
n̄2

2+n̄2

−2〈n̂1n̂2〉︸ ︷︷ ︸
n̄1n̄2〈

Ô2〉= (n̄1 − n̄2)2 + n̄1 + n̄2 = n̄2 cos2θ+ n̄

∆Ô =
√

n̄2 cos2θ+ n̄ − n̄2 cos2θ =
p

n̄. (5.7)

We can now perform an uncertainty calculation of Ô

∆Ô =
∣∣∣∣∣∂

〈
Ô

〉
∂θ

∣∣∣∣∣∆θ =
∣∣∣∣d(n̄ cosθ)

dθ

∣∣∣∣∆θ = n̄|sinθ|∆θ. (5.8)

Thus we find for the uncertainty of θ

∆θ = ∆Ô

n̄|sinθ|
(5.7)= 1p

n̄|sinθ| . (5.9)

The uncertainty is minimal at θ = π
2

∆θmin = 1p
n̄

. (5.10)

This result corresponds to the standard quantum limit, the shot noise limit. The more pho-
tons we detect, the better our measurement. Here noise is less important. Utilizing this
technique is relevant for the detection of e. g. gravitational waves.
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5.2 Phase measurements and limits QIaS

5.2.2 Interferometry with NOON states

2”

2’

1”

1’

D1

D2

BS1

BS2

eiθ

object

Fig. 22: Mach Zehnder interferometer setup.

A NOON state is a quantum-mechanical
many-body entangled photon state repre-
senting a superposition of N particles in one
mode and zero particles in the other mode.
The state is given as∣∣ψ〉

NOON = 1p
2

(
|N ,0〉+eiθ |0, N〉

)
= 1p

2
((â†

1)N +eiθ(â†
2)N ) |0〉 . (5.11)

The special case N = 2 corresponds to the
HOM-experiment of an entangled two-photon state. Again we consider the Mach Zehnder
interferometer as depicted in figure 22. The transformation of the ladder operators after the
first beam splitter is given by

â†
1′′ →

1p
2

(â†
1′ + iâ†

2′) and â†
2′′ →

1p
2

(iâ†
1′ + â†

2′)

state:
i

2

[
(â†

1′)
2 + (â†

2′)
2
]
|0〉 . (5.12)

This corresponds two the HOM effect of the entangled two-photon state behind a single
beam splitter (c. f. equation (3.46)). Now we can further calculate the state after the phase
object â†

2′ → eiθ â†
2′ ∣∣ψ〉

object =
i

2

[
(â†

1′)
2 +e2iθ(â†

2′)
2
]
|0〉 . (5.13)

The factor of two in the phase term is a different result to the classical case. Then the second
beam splitter acts on this state resulting in a final state of∣∣ψ〉

out =
[ i

4
(1−e2iθ)[(â†

1)2 − (â†
2)2]︸ ︷︷ ︸

no coincidences

− 1

2
(1+e2iθ)â†

1â†
2︸ ︷︷ ︸

coincidences

]
|0〉 . (5.14)

Now let us define an operator that picks out the coincidences

Ĉ1 := â†
1â†

2â2â1,
〈
Ĉ1

〉= ∣∣∣∣1

2

(
1+e2iθ

)∣∣∣∣2

= 1

2
[1+cos(2θ)]. (5.15)

Furthermore we also define an operator that picks out events without coincidences

Ĉ2 = 1

2
n̂ − Ĉ1 = 1

2
(n̂1 + n̂2)− Ĉ1. (5.16)

The factor 1
2 balances with the expectation value 〈n̂〉 = 2. Note that

〈
Ĉ2 + Ĉ1

〉 = 1. Now we
take the difference of both operators

Ĉ := Ĉ1 − Ĉ2,
〈
Ĉ

〉= 〈
2Ĉ1

〉− 1

2
〈n̂〉 = cos(2θ). (5.17)
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5.2 Phase measurements and limits QIaS

Leading up to the uncertainty of Ĉ we first determine the expectation value of Ĉ 2

〈
Ĉ 2〉= 〈

ψ|(Ĉ1 − Ĉ2)2|ψ〉
= 〈

Ĉ 2
1

〉︸ ︷︷ ︸+〈
Ĉ 2

2

〉−〈
Ĉ1Ĉ2

〉︸ ︷︷ ︸
=0

−〈
Ĉ2Ĉ1

〉︸ ︷︷ ︸
=0

(5.18)

=
∣∣∣∣1

2
(1+e2iθ)

∣∣∣∣2
〈

0|â2â1︸ ︷︷ ︸
〈ψ|

â†
1â†

2â2â1︸ ︷︷ ︸
Ĉ1

â†
1â†

2â2â1︸ ︷︷ ︸
Ĉ1

â†
1â†

2|0︸ ︷︷ ︸
|ψ〉

〉

=
∣∣∣∣1

2
(1+e2iθ)

∣∣∣∣2

〈0|0〉︸ ︷︷ ︸
=1

= 〈
Ĉ1

〉
= 〈

Ĉ1
〉+〈

Ĉ2
〉= 1 no squares anymore. (5.19)

Hence, the uncertainty of Ĉ is

∆Ĉ =
√〈

Ĉ 2
〉−〈

Ĉ
〉2 =

√
1−cos2(2θ) = |sin(2θ)|. (5.20)

Also ∆Ĉ =
∣∣∣∣∣∂

〈
Ĉ

〉
∂θ

∣∣∣∣∣∆θ =
∣∣∣∣∂cos(2θ)

∂θ

∣∣∣∣∆θ = 2|sin(2θ)|∆θ. (5.21)

Therefore we find for the phase uncertainty

∆θ = 1

2
for two photons. (5.22)

If we now generalize this calculation to NOON states N > 2 we find

∆θH = 1

N
= 1p

N

1p
N

(5.10)= ∆SQL
1p
N

, with n̄ = N . (5.23)

This limit is called Heisenberg limit and reduces the standard quantum limit by a factor of
1/
p

N . We observe that the uncertainty of quantum states is lower than for classical states
(e. g. coherent states). Note, that in a generalized NOON state∣∣ψ〉∼ |N ,0〉+eiNθ |0, N〉 , (5.24)

the phase oscillates with Nθ which leads to a higher precision/sensitivity since the interfer-
ence fringes oscillate N times faster.

However, there is a catch. The production of NOON states is very difficult.
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6 Correlation-based quantum imaging

6.1 Sub-shot noise imaging

〈n̂〉

o
b

je
ct

absorption α

〈
N̂

〉
detection

Fig. 23: Schematic drawing of the
problem.

Our aim in this chapter will be the imaging of a 2D
object. This is basically a measurement of transmis-
sion/reflection of the object with spatial resolution.
First we want to analyze simple transmission measure-
ments. Here we consider (as shown in figure 23) 〈n̂〉 as
the expectation value of the incoming photon number
and

〈
N̂

〉
as the expectation value of the measured pho-

ton number. Assuming an absorbing object with absorption α, the transmission is given
by

T = 1−α, ⇒ 〈
N̂

〉= (1−α)〈n̂〉 . (6.1)

The absorption can now be measured with a single detector if 〈n̂〉 is known. The uncertainty
of absorption is given by

∆α= ∆N̂
∂〈N̂〉
∂α

with ∆N̂ =
√〈

N̂ 2
〉−〈

N̂
〉2

. (6.2)

The uncertainty ∆α depends on the sensitivity on
〈

N̂
〉

. The variance of N̂ is given as

(∆N̂ )2 = (1−α)2 [(∆n̂)2 −〈n̂〉]︸ ︷︷ ︸
linked to statistics of the input beam

+(1−α)〈n̂〉 . (6.3)

〈n̂〉 = 〈
â†â

〉 α

1−α
b̂, b̂†

v̂ , v̂†

|0〉

Fig. 24: Sketch for deriving equa-
tion (6.3).

We want sketch a way on how to derive equa-
tion (6.3). The connection between the output op-
erators b̂ and the input operators â for the photon
source and v̂ for the vacuum is given by

b̂ =p
1−αâ + i

p
αv̂ . (6.4)

The variance (∆N̂ )2 is given by

(∆N̂ )2 = 〈
N̂ 2〉−〈

N̂
〉2 =

〈
b̂†b̂b̂†b̂

〉
−

〈
b̂†b̂

〉2
. (6.5)

If we now put in equation (6.4) and use the respective
commutation relations, a connection between (∆N̂ )2 and (∆n̂)2 will appear.

We can characterize the statistics of a given state using the Mandel parameter

Q = (∆n̂)2 −〈n̂〉
〈n̂〉 = (∆n̂)2

〈n̂〉 −1 = F −1, (6.6)
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6.1 Sub-shot noise imaging QIaS

where F is the Fano parameter. The we can distinguish between different cases:
F > 1 Classical states, super-Poissonian statistics

F = 1 Coherent state, Poissonian statistics

F < 1 Non-classical states, sub-Poissonian statistics

(6.7)

We can now put everything together into an equation for the measured uncertainty:

∆α=
√

(1−α)2(F −1)+ (1−α)

〈n̂〉 , (6.8)

1

1p〈n̂〉

1
2
p〈n̂〉

α

∆α F = 1
F = 0

Fig. 25: Uncertainty ∆α for different Fano
parameters.

which is also displayed in figure 25 for different
Fano parameters. We observe that the advantage
of using quantum states is largest for small values
of absorption α. In case of a number state (F = 0)
we find the biggest possible advantage compared
to classical states. In contrast to the NOON states,
this is practically applicable, as the number states
can be generated for 〈n̂〉 = 1,2.

However, there is a problem, namely the lim-
ited efficiency η of our detectors. This acts like
an additional loss term and reduces the non-
classicality and the Fano parameter to a lower
bound of Fdet = 1−η.

Fig. 26: Estimating the overall loss α. The Fock state |1〉 is represented by the solid line and the co-
herent state with same average intensity by the dashed line (SNL). The divergence at α= 0,1
corresponds to vanishing variance.
Inset: The dotted-dashed line corresponds to the ideal quantum advantage obtained by |1〉,
defined by the precision ratio of ∆2α for the Fock and coherent state. The data points (red)
are take at fixed wavelengths using ND-filters to simulate loss.
Taken from: R Whittaker et al 2017 New J. Phys. 19 023013

Indeed this approach has been used for measurements as shown in figure 26. The close
agreement with the theoretical limit evidences the potential for using single photons to reach
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6.1 Sub-shot noise imaging QIaS

the ultimate levels in precision for absorption spectroscopy (c. f. figure 27). Since α is the
overall absorption, the gain in precision over the SNL is limited by components such as de-
tectors, motivating the need for increased efficiency photon-pair sources and single photon
detectors.

Fig. 27: Setup for sub-shot-noise spectroscopy. Wavelength correlated photon pairs are generated us-
ing a laser to pump a NL crystal (PPKTP) phase-matched for collinear type-II SPDC and tem-
perature tuned for wavelength control. MMf-multimode fibre; APD-avalanche photo diode;
F-optical filters.
Inset: The calibrated temperature dependent joint spectrum of the p-polarized (blue) and s-
polarized (purple) photons generated in the crystal when pumped with a 403,9 nm CW diode
laser.
Taken from: R Whittaker et al 2017 New J. Phys. 19 023013

This approach works for a single mode. We might raise the question how we can realize
imaging. For that the beams needs to be split into M pixels. We can do that by using M
independent detectors. For a single-mode input beam this bounds the detection efficiency
to η≤ 1/M .

pump
SPDC

signal

idler

object

N1

N2

Fig. 28: Differential measurement using
SPDC.

We might also consider a multi-mode beam with one
photon. However, for each single mode we would
have super-Poissonian statistics, i. e. F ≥ 1. this
would give us no advantage.

We can use the SPDC to generate two correlated
beams which can be used to perform a differential
measurement. the measured quantity is then〈

N̂−
〉= 〈

N̂2 − N̂1
〉=α〈n̂〉 . (6.9)

The degree of correlation between the two modes is
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6.1 Sub-shot noise imaging QIaS

described by the noise reduction factor3.

σ=
〈
∆2(N̂2 − N̂1)

〉〈
N̂1 + N̂2

〉 =
〈
∆2N̂1

〉+〈
∆2N̂2

〉−2
〈
∆N̂1∆N̂2

〉〈
N̂1 + N̂2

〉 . (6.10)

In other words, σ describes how similar both beams are in their statistical parameters. This
quantity is equivalent to the Fano factor for states in two modes for classical light σ ≥ 1.
Quantum correlations can lead to 0 ≤σ≤ 1 affected by loss. If we assume same efficiency for
both detectors η1 = η2 = η

σdet = ησ+1−η≥ 1−η. (6.11)

Substituting (6.11) into equation (6.10) leads to〈
∆2N̂−

〉= [α2(F −1)+α+2σ(1−α)]〈n̂〉 . (6.12)

With equation (6.2) the uncertainty of absorption becomes

∆αdiff =
√
α2(F −1)+α+2σ(1−α)

〈n̂〉 . (6.13)

For a weakly absorbing object α≪ 1 we have α2(F −1) ≈ 0 and with classical light (σ= 1) we
find

∆αclass. =
√

2−α
〈n̂〉 . (6.14)

This is worse than a simple classical measurement. An improvement is only possible when
using non-classical correlations

∆αdiff

∆αclass.
=

√
α+2σ(1−α)

(2−α)
≈p

σ (α≪ 1) (6.15)

∆αdiff

∆α
=

√
α+2σ(1−α)

(1−α)
≈p

2σ. (6.16)

We observe that for σ < 1
2 the differential measurement is better than the ideal single mea-

surement. This can now be applied to imaging, if strongly correlated multi mode beams are
used.

Some experimental results of sub-shot-noise quantum imaging (SSNQI) are shown in fig-
ures 29 and 30.

3Note that
〈
∆2N̂1

〉≡ (∆N̂ )2
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6.1 Sub-shot noise imaging QIaS

Fig. 29: Experimental imaging of a π-shaped titanium deposition with α = 0.5 when σ = 0.35. Two
sets of typical images are shown: SSNQI image (left), obtained by subtracting the quantum
correlated noise; differential classical image (middle); direct classical image (right). The pixel
size is 480µm2, obtained by fulfilling the condition Apixel/Acoherence ≫ 1 and reducing elec-
tronic noise. The mean number of photons per pixel is

〈
N̂

〉≈ 7000.
Taken from: G Brida et al 2010, Nature Photon 4, 227-230.

Fig. 30: Scheme of subshot noise imaging, where signal and idler photons are separated into two
beams, one of which is transmitted through the object, and both of which are detected by
a CCD camera.
Taken from: G Brida et al 2010, Nature Photon 4, 227-230.
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6.2 Ghost Imaging QIaS

6.2 Ghost Imaging

Now we again use an SPDC light source to create entangled photon pairs four our experi-
ments. Detector D2 (c. f. figure 31) detects only the arrival times of photons and does not
image. Detector D1 is an arrayed detector and does not see the object. Thus it also does
not image the object. However, we can retrieve the image by performing correlation mea-
surements. Here, the temporal correlation is used to identify signal/idler pairs. The spatial
correlation is used to infer signal position on object from the idler measurement. For imag-
ing we have to place a lens with

1

f
= 1

s1
+ 1

d1 +d2
. (6.17)

pump

z2

z1

χ(2)

d1

s1

d2

s2

object

D2

arrayed detector

Fig. 31: Schematic drawing of an experimental setup used for Ghost Imaging.

Theoretical description

We assume only one transverse coordinate, which can be made general by using vectors for
wave numbers kn and coordinates rn .Furthermore we assume no polarization and a pump
plane wave at normal incidence and the SPDC crystal. Thus the transverse wave number
k⊥,p ≡ κp = 0 is zero. The generated two photon state is now given by

∣∣ψ〉=C0

ˆ
dκs dκi δ(κs +κi )︸ ︷︷ ︸

momentum conservation

ˆ
dωi dωs δ(ωi +ωs −ωp )︸ ︷︷ ︸

energy conservation

â†(κs ,ωs)â†(κi ,ωi ) |0〉 . (6.18)

In the following we assume perfect phase matching. The measured signal is the correlations
of the electric field

G (2)(r1, z1, t1;r2, z2, t2) =
〈
ψ|Ê (−)

2 Ê (−)
1 Ê (+)

1 Ê (+)
2 |ψ

〉
=

∣∣∣〈0|Ê (−)
2 Ê (+)

1 |ψ
〉∣∣∣2 = |ψ(r1, z1, t1;r2z2, t2)|2. (6.19)
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6.2 Ghost Imaging QIaS

The different electric field are given by

Ê j (r j , z j , t ) =
ˆ

dωdκdr0 h j (ω,r j ,r0)e−iωt e−iκr0 â(κ j ,ω). (6.20)

r0 is the coordinate at the source and h j describes the transfer function. It relates the fields
between different planes. Now putting the electric field and the states together we find

ψ=C0

ˆ
dκs dκi δ(κi +κs)dωs dωi δ(ωs +ωi −ωp )

×
ˆ

dκ1 dκ2 dω1 dω2 dr0 dr ′
0 hz1 (ω1,r1,r0)hz2 (ω2,r2,r ′

0)

×e−i (ω1t1+ω2t2)e−i (κ1r0+κ2r ′
0)

〈
0|â1â2â†

s â†
i |0

〉
︸ ︷︷ ︸

= δ(ω1 −ωs)δ(ω2 −ωi )δ(κ1 −κs)δ(κ2 −κi )

+δ(ω1 −ωi )δ(ω2 −ωs)δ(κ1 −κi )δ(κ2 −κs)

ψ= 2C0

ˆ
dκs dκi dωi dωs dr0 dr ′

0 e−i (ωs t1+ωi t2)e−i (κs r0+κi r ′
0)︸ ︷︷ ︸hz1 (ωs ,r1,r0)hz2 (ωi ,r2,r0)

e−iωp t1 e−iωs (t1−t2)e−iκs (r0−r ′
0)

= 2C0(2π)3δ(t1 − t2)e−iωp t1

ˆ
dr0 hz1 (r1,r0)hz2 (r2,r0)︸ ︷︷ ︸

Φ(r1,z1;r2,z2)

. (6.21)

If we now assumed that ωs = ωi = ω we can drop the frequency argument. The object is
completely contained in the transfer function hz2 (r2,r0)

hz2 (r2,r0, z2) =
ˆ

dr hs2 (r2,r )T (r )︸︷︷︸
transmission of the object

hd2 (r,r0). (6.22)

Now we redistribute the transfer functions and define

h0(r1,r ) =
ˆ

dr0 hz1 (r1,r0)hd2 (r,r0) relates D2 to object plane.

Φ=
ˆ

dr h0(r1,r )T (r )hs2 (r2,r ). (6.23)

For coincidences we again consider G (2)

G (2)(r1, z1;r2, z2) =ΦΦ∗ =
ˆ

dr dr ′ h0(r1,r )h∗
0 (r1,r ′)T (r )T ∗(r ′)hs2 (r2,r )h∗

s2
(r2,r ′). (6.24)

We find correlations between the coordinates r1,r2 in the detector planes. Finally detector 2
integrates over all photons. We call that a bucket detector. The coincidence rate is now given
as

Rc (r1) =
ˆ

dr 2 G (2)(r1, z1;r2, z2) =
ˆ

dr dr ′ h0(r1,r )h∗
0 (r1,r ′)︸ ︷︷ ︸

object to D1

T (r ) g (r,r ′)︸ ︷︷ ︸
object to D2

(6.25)

where g (r,r ′) =
ˆ

dr2 hs2 (r2,r )h∗
s2

(r2,r ′). (6.26)

The correlation counts are proportional to the transmission of the object. Depending on
g (r,r ′), different types of imaging can be implemented:
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6.2 Ghost Imaging QIaS

• If g (r,r ′) = δ(r − r ′) ⇒ Rc (r1) =
ˆ

dr |h0(r1,r )T (r )|2.

In each detector point, intensities from the object are summed up. This corresponds
to incoherent imaging. This can be realized with a 2 f or 4 f -system between object
and D2.

• if g (r,r ′) = f ∗(r ) · f (r ′) (factorizable) we have

Rc (r1) =
∣∣∣∣ˆ dr h0(r1,r )T (r ) f (r )

∣∣∣∣2

. (6.27)

Here, different object contributions are coherently summed up. This leads to coherent
imaging which can be reached, if hs2 does not depend on r2, e. g. if the detector is very
far from the object.

In both cases, the detection rate is proportional to the object transmission. The path h2

influences imaging similar to a classical source. A sharp image can be obtained if h0 satisfies
the imaging condition.

Fig. 32: Left: Experimental setups for Ghost Imaging. (a) The standard two-detector setup, where
the image of the object is obtained by correlating the pseudothermal field measured by a
CCD with the intensity measured by a bucket detector. (b) The computational single-detector
setup used here. The light beam is generated by a spatial light modulator (SLM). The intensity
measured by the bucket detector is correlated with the calculated field at the object plane.
Right: Computational Ghost Image reconstruction of a 4 cm2 mask. (a) reconstructed image,
obtained with 16000 realizations. (b) Calculated intensity pattern of a single phase realization.
(c) Reconstructed out-of-focus image at a different plane demonstrating depth resolving ca-
pabilities. (d) measured SNR or the reconstructed image. The theoretical line depicts

p
N

dependence.
Taken from: Bromberg et al., Phys. Rev. A 79, 053840 (2009)
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6.3 Inverse classical representation of Ghost Imaging QIaS

6.3 Inverse classical representation of Ghost Imaging

In the mathematical description, h0 has the role of a propagator/transfer function between
object and imaging detector. g (r,r ′) and the detector D2 influence the image like a light
source. Therefore all spatial properties of Ghost Imaging can be explained with a classi-
cal analogue as depicted in figure 33. The classical analogue imaging scheme results in the

SPDC
o

b
je

ct
quantum

SPDC

o
b

je
ct

s0 s1

classical

Fig. 33: Comparison between a quantum and classical Ghost Imaging scheme.

same image as Ghost Imaging with a plane-wave pump and degenerate signal and idler. The
imaging condition states

1

f
= 1

s0
+ 1

s1
. (6.28)

We conclude that Ghost Imaging can also be done with classical light.

o
b

je
ct

rotating
diffuser

Fig. 34: Ghost Imaging with classical light.

In figure 34 we can see a scheme for clas-
sical Ghost Imaging. The diffuser gener-
ates a temporally varying random speckle
pattern. The image is obtained by corre-
lating the camera frames with the detector
measurement. It is import to note that for
Ghost Imaging only spatial correlations are
needed, non-classical entanglement is not
necessary.

Why do we need quantum Ghost Imaging?

Quantum Ghost Imaging is using photon pairs to illuminate the object, because there is
a perfect correlation between signal and idler. This leads to a better signal-to-noise ratio
(SNR)

G = SNRSPDC

SNRclass
= 1

µ
+1, (6.29)
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6.3 Inverse classical representation of Ghost Imaging QIaS

where µ is the number of photons per pixel on the array detector. Quantum Ghost Imaging
is interesting for applications where the intensity is limited. Furthermore Quantum Ghost
Imaging can be implemented with different signal/idler wavelengths. For example, imaging
can be done at an accessible wavelength range, you only need a single detector for more
complicated wavelength that measures the object.

Fig. 35: Left: Experimental setup. The non-degenerate SPDC process generates a visible/IR photon
pair at the BBO crystal which is split at a dichroic mirror. The IR photon probes an object and
the transmitted photons are detected by a single-element heralding detector. The detection
event triggers the ICCD camera, which detects the delayed visible photon. The recovered
image of the object is the accumulation of many visible photon detections by the ICCD.
Right: Image of a test object. A stencil of the letter “IR” obtained in visible light by an ICCD
camera, even though the object was illuminated by IR only.
Taken from: Aspden et al., Optica 2, 1049 (2015).
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7 Quantum microscopy

7.1 Correlation super resolution imaging

Up to now, only one photon interacted with the object. We concluded, that here the resolu-
tion is the quantum case is the same in a classical measurement. Now we raise the question
what happens, if both photons of a pair interact with the object.

SPDC
idler

signalpump

o
b

je
ct

x

Fig. 36: Imaging experiment where both signal and idler interact with the object. We assume both
photons to have the same wavelength.

The corresponding schematic for an experiment is sketched in figure 36. The lens ensures
the imaging condition between object and detector. For each photon, each point on the
object leads to a distribution of detection events.

x0

∆δxs

xs

PSF

Fig. 37: Point-spread function

The detection events are random and inde-
pendent for signal and idler. This leads to
a distribution on the detector. Mathemati-
cally this can be described by a point-spread
function (PSF). Classically, the width of the
PSF limits the resolution and corresponds to
the variance of position of signal and idler
photons

∆2δxs =∆2δxi = (σPSF)2. (7.1)

Here,∆2δxs corresponds to the distance be-
tween the detected position of the signal
photon and their incident position in the object plane. The centroid of positions of both
photons is given by

δxc = δxi +δxs

2
. (7.2)

The uncertainty of the centroid measurement is

r =
√
∆2δxc =

√
∆2δxi +δxs

2
=

√
∆2(δxi +δxs)

2
, where ∆2(a ·x) = a2∆2x. (7.3)

The quantities δxi and δxs are normally distributed, independent random variables, be-
cause they interact independently with the diffracting object. Thus the variance of the sum
is simply the sum of variances

r = 1

2

√
∆2δxi +∆2δxs = σPSFp

2
. (7.4)
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this improves the resolution by a factor of 1/
p

2. We can implement this by using arrays
of single-photon detectors of sensitive cameras. Every frame of measurement can contain
only a small number of photon pairs, so that the centroid can be estimated. This works
in principle also for higher photon number N . The resolution would improve by 1/

p
2N ,

however, so far no good sources for such states exist.

Fig. 38: Experimental setup. The optics consists of a source of spatially correlated photons (biphoton
illumination), an object, a non-ideal imaging system and a single-photon EMCCD camera.
The planes of crystal and object are imaged onto the plane of the detector. An aperture in the
far field is used to tune the diffraction limit.
Taken from: Toninelli et al., Optica 3, 347 (2019).

Fig. 39: Image comparison for real-world objects. The wing of a fly (a) and glass fibers (b) were im-
aged using the single average of all frames (top row) and the centroid estimation of biphotons
(bottom row). The horizontal streak lines are due to an uneven response of regions of the
EMCCD chip and to charge smearing.
Taken from: Toninelli et al., Optica 3, 347 (2019).
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7.2 Fluorescence correlation imaging QIaS

7.2 Fluorescence correlation imaging

Most high-end microscopes are based on fluorescence. Fluorophores are emitters of non-
classical light (single photon states). The single photons show distinct properties in correla-
tion measurements, namely anti-bunching. We raise the question whether or not correlation
measurements can improve the imaging resolution. We want to check if it can enable to de-
termine positions of closely spaced emitters.

A

B

x

D2

D1

Fig. 40: Point spread function of closely space emitters on a detector.

Let P (x) be the probability to detect a photon from a single emitter at position x. We now
use a beam splitter with T +R = 1. Then the single count intensities are

I D1
1 (x) = T (P A(x)+PB (x)) and I D2

1 (x) = R(P A(x)+PB (x)). (7.5)

The sum of both detector intensities will be the sum of both probabilities I1(x) = P A(x)+
PB (x). If A and B are close together, the Airy-function of P A and PB will overlap and may not
be distinguished. A correlation measurement measures the probability for two photons to
arrive simultaneously. It will be zero if only one emitter contributes and nonzero in overlap-
ping regions. The correlations counts are characterized by

I2(x) = RT P A(x)PB (x). (7.6)

From I1 and I2 we can calculate P A and PB if R,T are known quantities. Here we assume that
only two fluorophores contribute at any position. However, this can be expanded to higher
number of emitters. Unfortunately more detectors are needed for this.

We can discuss the problem more generally in terms of point spread functions (PSF). Mea-
suring [P (x)]k reduces the width by

p
k. We want to answer the question how we can use this

with single emitters. An ensemble of n emitters produces a signal

s ∼
n∑
α=1

Pα(x) what we need is:
n∑
α=1

(Pα(x))k . (7.7)

Simply taking the k-th power of signal s is not suited since it contains cross products of dif-
ferent emitters. We can mathematically describe the signal using the expectation value of
the photon number operator for a given measurement configuration at position x

〈
N̂

〉= n∑
α=1

Pα(x) with N̂ =
n∑
α=1

â†
αâα. (7.8)
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Then the k-th order correlation function g (k)(t = 0) is

g (k) =
〈∏k−1

i=0 (N̂ − i )
〉

〈
N̂

〉k

g (2) k=2=
〈

â†â†ââ
〉〈

â†â
〉2 =

〈
â†(ââ† −1)â

〉〈
â†â

〉2 =
〈

N̂ 2 − N̂
〉〈

N̂
〉2 . (7.9)

We can express the needed measurements with the correlation function (first for two emit-
ters)

2∑
α=1

(Pα(x))2 = 〈
N̂

〉2
(1− g (2)) = 〈

N̂
〉2 −〈

N̂ 2 − N̂
〉

. (7.10)

To calculate the expectation values, we need an explicit representation of the state
∣∣ψ〉

∣∣ψ〉=√
P APB |1,1〉+

√
P A(1−PB ) |1,0〉

+
√

(1−P A)PB |0,1〉+
√

(1−P A)(1−PB ) |0,0〉 , (7.11)

where P A,B are the probabilities to collect photons from each emitter. Now the expectation
value of the number operator N̂ = â†

A âA + â†
B âB is〈

ψ|N̂ |ψ〉= p APB +P A(1−PB )+P APB + (1−P A)PB = P A +PB (7.12)

⇒ 〈
N̂

〉2 = P 2
A +P 2

B +2P APB . (7.13)

Correspondingly we can calculate
〈

N̂ 2
〉

〈
N̂ 2〉= 〈

(â†
A âA + â†

B âB )2
〉
= 2P APB +P A +PB . (7.14)

Substituting this into (7.10) yields

2∑
α=1

(Pα(x))2 = 〈
N̂

〉2 −〈
N̂ 2 − N̂

〉= P 2
A +P 2

B , (7.15)

which is exactly what we wanted. We also want to refer to an experiment conducted by Cui
et al. in 2013. They performed an experiment on fluorescence correlation imaging using
two photons. The setup is displayed in figure 41. The experimental results are displayed in
figure 42.

It is also possible to generalize this approach for higher orders, e. g. k = 3

3∑
α=1

(Pα(x))3 = 〈
N̂

〉3
(
1− 3

2
g (2) + 1

2
g (3)

)
. (7.16)

When we can obtain correlation measurements of higher orders, we can also calculate higher
powers of the PSF. Furthermore, if we know that higher orders of g (k) are zero we can also cal-
culate higher order powers of P k . With that we can further increase the imaging resolution,
however, we need to use a-priori information about the object.
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g (τ)(2)

I1
D1

Fiber Beam Splitter
T=46%; R=54%

Dichroic mirror
Scanning Confocal system D2D1

TAC
TAC start

stopSCA

MCA

I2
I1
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Pump @532nm

Fig. 41: Schematic of the measurement setup. Confocal (nitrogen vacancy) fluorescent photons are
split by a fiber BS and sent to single photon detectors D1 and D2. A time-amplitude converter
(TAC) is used to get coincidence count and a multi channel analyzer (MCA) to implement the
autocorrelation measurement g (2)

c (τ).
Taken from: Cui et al., Phys. Rev. Lett. 110, 153901 (2013)

Fig. 42: Optical images of two single (nitrogen vacancy centres) NVC at a distance of 366 nm. I1 and
I2 are the single-photon and two-photon counts. The red crosses mark the positions of the
NVcs. The positions were obtained by using a 2D Gaussian fitting.
Taken from: Cui et al., Phys. Rev. Lett. 110, 153901 (2013)
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7.3 Multi-photon quantum microscopy

excitation emission

Fig. 43: multi photon absorption in a
molecule.

Multi-photon microscopy is also often called fluo-
rescence microscopy. It utilizes the multi-photon
absorption of a molecule emitting a single pho-
ton. The final resolution depends on detection
(which was discussed before) and excitation. The
excitation spot is limited by the diffraction limit
(Airy-disc). The diameter in excitation can be
reduced when using correlations. Here, fluo-
rophores act as a detector that measures correla-
tions. We may use an excitation laser of longer wavelength. Then, two or more photons are
needed for excitation. It only works if the photons arrive at the same time, thus we have a
correlation measurement.

Iexcitation

Iemission

Quantum
Classical

Fig. 44: Emission probability for classical
and non-classical photons.

The emission probability is proportional to

Pemission ∼ |Iexc.(x)|n , (7.17)

where n is the photon number.

The Airy function I (x) is leading to a narrower dis-
tribution of excitation, the width reduces by a fac-
tor

p
n. Classically, photons are randomly dis-

tributed. Then the excitation probability scales
quadratically with intensity. In photon pairs, two
photons always appear together. Thus, with cor-
related pairs, emission can be enhanced for small
excitation intensity as sketched in figure 44.
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